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Abstract

Herein we describe a Web-based DSS to help Hollywood managers make better decisions on important movie character-

istics, such as, genre, super stars, technical effects, release time, etc. These parameters are used to build prediction models to

classify a movie in one of nine success categories, from a bflopQ to a bblockbusterQ. The system employs a number of traditional

and non-traditional prediction models as distributed independent experts, implemented as Web services. The paper describes the

purpose and the architecture of the system, the development environment, the user assessment results, and the lessons learned as

they relate to Web-based DSS development.
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1. Introduction

In the motion picture industry, where the results of

managerial decisions are measured in millions of

dollars, managers are expected to make the best deci-

sions in the shortest possible time. Success (or mere

survivability) largely depends on quickly aligning the

organizational resources towards changing market

conditions in order to meet (and exceed) the actual

(and perceived) needs and wants of the consumers. In

order to succeed in such an unforgiving environment,

managers (and other decision makers) need all the
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help they can get. Decision support systems (DSS)

can provide this much needed help. DSS (recently,

also termed as business intelligence systems) are com-

puter technology solutions that can be used to support

complex decision-making and problem solving tasks

[46]. A Web-based DSS, specifically, is a computer-

ized system that delivers decision support information

and decision support tools to managers (decision

makers) via a bthin clientQ Web browser [38].

Prediction of financial success of a movie is argu-

ably the most important piece of information needed

by decision makers in the motion picture industry.

Knowledge about the main factors affecting the finan-

cial success of a movie (and their level of influence)

would be of great use in making investment and

production related decisions. However, forecasting

financial success (box-office receipts) of a particular
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motion picture is considered to be a rather difficult

and challenging problem. To some b. . . Hollywood is

the land of hunches and the wild guessesQ [27] due to
the uncertainty associated with predicting the product

demand. In support of such observations, Jack Valenti,

current president and CEO of the Motion Picture

Association of America, once mentioned that b. . .
No one can tell you how a movie is going to do in

the marketplace. . . not until the film opens in dar-

kened theatre and sparks fly up between the screen

and the audienceQ [51]. Trade journals and magazines

of the motion picture industry have been full of

examples, statements, and experiences that support

such a claim.

The difficulty associated with the unpredictable

nature of the problem domain has intrigued

researchers to develop models for understanding

and hopefully forecasting the financial success of

motion pictures. Litman and Ahn [27] summarize

and compare some of the major studies on predict-

ing financial success of motion pictures. Most ana-

lysts have tried to predict the box-office receipts of

motion pictures after a movie’s initial theatrical

release [26,44]. Because they attempt to determine

how a movie is going to do based on the early

financial figures, the results are not usable to make

investment and have had production related deci-

sions, which are to be made during the planning

phase. Some studies have attempted to forecast the

performance of a movie before it is released but had

only limited success. These previous studies, which

are either good for predicting the financial success

of a movie after its initial theatrical release or are

not accurate enough predictors for decision support,

leave us with an unsatisfied need for a forecasting

system capable of making a prediction prior to a

movie’s theatrical release. Our research aims to fill

this need by developing and embedding an informa-

tion fusion-based forecasting engine into a Web-

based decision support system that could be used

by Hollywood managers.

The paper is organized as follows. Section 1.1

gives an overview of Movie Forecast Guru. Section

2 gives a brief review of the related literature in

forecasting financial success of motion pictures and

Web-based DSS. Section 3 presents our conceptual

architecture along with specifics about its imple-

mentation and a brief description of the major
modeling components. Section 4 illustrates the use

of the system by providing a walk-through using an

interaction flow diagram. The method used and the

results obtained regarding the user evaluation of

MFG are also presented in this section. The paper

concludes with Section 5 where a summary of the

findings along with the limitations and future direc-

tions of the research are identified. Appendix A

includes detailed screen shots of interaction with

MFG.

1.1. MFG: Web-based DSS overview

Fig. 1 illustrates the conceptual architecture of the

Movie Forecast Guru (MFG in short) at a very high

level. MFG is a Web-based DSS capable of respond-

ing to user requests initiated from within a Web

browser. Its engine resides in a Web server and is

capable of using data (local and remote), models

(local and remote) and a knowledge base to carry

out its duties: generating financial success predictions

and providing sensitivity analysis on the parameters

for a variety of movie scenarios generated by the

decision makers (investors, producers, distributors

and exhibitors). Each of the prediction models used

is implemented as a separate Web service, represent-

ing an expert available on demand. The core engine

can consult each expert, and can present the results of

the individual experts as well as a combined forecast

to the user. Compiled data from previous performance

can also be fed back to the individual models to

improve their forecasting performance. The scenarios

evaluated by a user are stored in a database for further

analysis and/or reuse.

MFG is implemented as a Web-based DSS as

opposed to a bdesktop applicationQ for a number of

reasons:

! Distributed computing—Web-technology enables

us to develop the system in such a way that it has a

single point of access/entry (front-end), yet pro-

vides the means to access a large number of exter-

nal links (models and data sources) to construct the

content in the back-end. Therefore, the complica-

tions of the information creation process is hidden

from the end user (decision maker) by encapsulat-

ing the details within the web server engine and

providing the end user only the information they
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Fig. 1. A high-level conceptual architecture for MFG.
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need to make decisions in an understandable multi-

media (graphical and dynamic) format.

! Versioning—With the help of a Web-based infra-

structure, the end user is likely to have access to the

latest version of the MFG system. In contrast,

keeping a client application (a desktop application)

up to date with the current version would be quite

burdensome, since the models are continuously

updated as new data and models become available.

! Platform independence—Web-based DSS can be

developed independent of the type and nature of

the client’s computing environment. This allows

the development team to spend more time on

advancing the underlying methodology of the

system as opposed to translating the client appli-

cation into different versions so that it can run on

a wide variety of possible computing platforms. It

is especially true in this application where the

diversity of computing platforms is evident. The

business side of studios may use Windows-based

computers, whereas the artistic community may

use Macintosh or other graphics intensive plat-

forms.

! Use of models not owned or developed by the

system owner—Sophisticated prediction models

might be maintained at distant/proprietary loca-
tions. The owner of the system might not own

the models but have access privileges to use

them via some type of a subscription system.

With the advent of the Web and its enabling

technologies such as the Web services, this

kind of computing infrastructure is becoming

more and more popular. These external models

can also be thought of as human experts. In fact,

in the future we plan to add human expert along

with the sophisticated analytical models in our

bexpertQ arsenal so that we can provide the deci-

sion makes with the most accurate forecast. This

class of distributed, integrated infrastructure uti-

lizing multi-expert prediction system is very hard

(if not impossible) to implement using traditional

desktop applications.

! Facilitating collaboration among stakeholders—

The Web-based DSS approach is also capable of

supporting multiple decision makers (i.e., stake-

holders, namely, investors, producers, distributors,

and exhibitors) allowing them to interact with each

other using the MFG forecasting engine from dis-

tant locations. Such infrastructure provides a desir-

able platform for group decision-making in

arriving at a consensus where each stakeholder

could adjust the parameters of their preferred fore-
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casting model of a potential movie project until a

consensus is reached or some remedial action is

identified among the stakeholders with respect to

planning of the movie.
2. Background

This section aims to present a brief review of the

relevant literature. First, research related to predicting

the financial success of motion pictures is cited. Then,

recently published research in Web-based DSS is

summarized.

2.1. Background on forecasting financial success of

Hollywood movies

Not much has been reported in the literature with

respect to research in decision support systems in

motion picture industry. So far, most research efforts

have been limited to developing a single model to

predict the box-office receipts and/or to explain the

decision variables. The literature on forecasting

financial success of new motion pictures can be

classified based on the timing of the forecast: (i)

Before the Initial Release—that is, forecasting the

financial success of the movies before their initial

theatrical release [11,15,26,28,49,56], and (ii) After

the Initial Release—that is forecasting the financial

success of the movies after their initial theatrical

release, when the first week of box-office receipts

are known [32,42,44]. Forecasting models that fall

into the category of bafter the initial releaseQ tend to

generate more accurate forecasting results due to the

fact that those models have more explanatory infor-

mation including box-office receipts from the first

week of viewership, movie critic reviews, and word-

of-mouth effects. Our own work in exploring the use

of neural networks for predicting the box office

performance before a movie is released (or indeed,

produced) has shown promise [34]. However, these

models are not available to the end-users in an

implementable form. The present project aims to

bring several of these models to the user in an

implementable system.

From the standpoint of a DSS type of implemen-

tation in the motion picture industry, the only notable

study comes from Eliashberg et al. [16]. They devel-

oped a marketing management support system
(called SilverScreener) that helps theatre managers

to choose among alternative movies to show in their

theatres. Their system is based on a multi-phase

mathematical attendance-forecasting model. The

model was developed using the historical data from

Pathé theatres in Netherlands, along with managerial

judgment and theatre-specific factors. Their limited

tests on the same theatre indicated that the overall

financial success (total revenues) of the theatre

increased compared to two other theatres in the

same time period. They also reported improved man-

agerial attitudes towards the system once the system

started to generate better decisions resulting in higher

revenues. However, in contrast to MFG, this system

was not meant for decision support in pre-production

stage.

Given the significant investment in movie industry,

the need for substantial decision support is evident. A

general lack of published research in DSS applications

in this domain suggests opportunities for much

research. This paper is a step in this direction.

2.2. Background on Web-based DSS

The Web has become a ubiquitous communication

medium [35]. Much has been accomplished in using

the Web for information publishing, conducting and

supporting online shopping, and designing virtual

organizations that support online shopping activities

[50]. In addition to e-Commerce and related uses, the

Web has also been used as a mechanism to deliver

information and knowledge to managers and other

knowledge workers. For instance, recent literature

has described Web-based systems to support decision

makers in the healthcare industry [7,23]; manufactur-

ing and supply-chain management [2,22,24,25];

financial portfolio selection [5,12]; law enforcement

[30,54,55]; and defense [52].

According to Power and Kaparthi [39], the World

Wide Web is where the action is in developing

decision support systems. Web-based DSS have

reduced technological barriers and made it easier

and less costly to serve decision-relevant timely

information (via decision support tools) to managers

wherever and whenever they may need it. A well-

designed Web-based DSS should increase the use of

DSS tools and techniques in making critical manage-

rial decisions [38], largely because it has the poten-
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tial to make access to organizational knowledge

repositories fast, easy and inexpensive. Because the

Web can reduce some of the technical problems

associated with the hardware and software issues

(e.g., need for special hardware configuration and

software components to install/run enterprise-wide

applications on the client machines), it is considered

an excellent platform for deploying the next genera-

tion DSS applications.

Exemplars of Web-based decision support system

implementations are included at the DSSResources.-

com site [14] (a repository of a number of model-

driven, Web-based applications). In addition, several

other Web-enabled systems have been implemented

to facilitate interaction of models and/or data through

the web. These include Open Optimization Frame-

work—OOF [36], the NEOS project [33], the Opti-

mization Service Provider—OSP [37], WEBOPT

[53] (a list of Web-enabled optimization modeling
Class no. 1 2 3 4

Range

(in Millions)

b1 N1 N10 N20

(Flop) b10 b20 b40
applications) and AURORA [3] (a Web-enabled

high performance computing site for financial appli-

cations). These systems illustrate Web-enabling of

the dialog, data, and model sub-systems of decision

support systems at various levels. To the best of our

knowledge, there is no reported study that claims to

have developed Web-based DSS for Hollywood

managers. Thus our system fills a specific niche

for this industry. Another emerging trend in the

Web-based DSS is the distributed modeling (and

fusion of multi-model results) lets the decision

maker see the results obtained from multiple models

not necessarily located in the same computing

environment. Though it is possible to build such

multi-model infrastructure in a bclassicQ desktop

application, the Web offers a greater likelihood of

utilizing the latest models (both local and remote

ones) in real time application mode. Section 3.4

describes this further.
3. Implementation of the movie forecast Guru

This section provides details about the implementation of the MFG application. Section 3.1 specifies the

problem, the terms of the data and the variables used to develop the models are given. Section 3.2 lists and

briefly describes the prediction models used, Section 3.3 presents the software architecture and explains the

communications/interactions among the software components, and Section 3.4 discusses the use of Web

services as an implementation framework for the distributed model management component of MFG.

3.1. Problem description

The dependent variable in our study is the box-office gross revenues. We classify a movie based on its

box-office receipts in one of nine categories, ranging from a bflopQ to a bblockbuster.Q This process of

converting a continuous variable in a limited number of classes is commonly called as bdiscretizationQ. Many

prefer using discrete values as opposed to continuous ones in prediction modeling because (i) discrete values

are closer to a knowledge-level representation [48]; (ii) data can be reduced and simplified through

discretization [29], (iii) for both users and experts, discrete features are easier to understand, use, and explain

[29]; and finally, (iv) discretization makes many learning algorithms faster and more accurate [13]. We

discretized the dependent variable into nine classes using the following breakpoints:
5 6 7 8 9

N40 N65 N100 N150 N200

b65 b100 b150 b200 (Blockbuster)
We used seven different types of independent variables. Our choice of independent variables is based on

previous studies conducted in this domain. The list of variables, their definitions along with their possible values is

listed in Table 1.



Table 1

Summary of independent variables

Independent variable name Definition No. of

possible values

Range of possible values

MPAA Rating The rating assigned by the Motion Picture

Association of America (MPAA).

5 G, PG, PG-13, R, NR

Competition Indicates the level at which each movie

competes for the same pool of entertainment

dollars against movies released

at the same time.

3 High, Medium, Low

Star value Signifies the presence of any box office

superstars in the cast. A superstar actor/

actress can be defined as one who contributes

significantly to the up-front sale of the movie.

3 High, Medium, Low

Genre Specifies the content category the movie

belongs to. Unlike the other categorical

variables, a movie can be classified in more

than one content category at the same time

(e.g., action as well as comedy). Therefore,

each content category is represented with a

separate binary variable.

36 (9!/7! 2!)=

72/2=36

Sci-Fi, Epic Drama, Modern

Drama, Thriller, Horror, Comedy,

Cartoon, Action, Documentary

Special effects Signifies the level of technical content and

special effects (animations, sound, visual

effects) used in the movie.

3 High, Medium, Low

Sequel Specifies whether a movie is a sequel

(value of 1) or not (value of 0).

2 Yes, No

Number of screens Indicates the number of screens on which the

movie is planned to be shown during its

initial launch.

3876 A positive integer between

1 and 3876
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3.2. Prediction models and the dataset

We built four different types of models: Neural Networks, Decision Trees, Ordinal Logistic Regression and

Discriminant analysis. These models were selected for inclusions in this DSS due to their acceptable perfor-

mance in our earlier comparisons [34]. We also used an information fusion meta-model that generates

predictions using the output of all four individual models. Our models were estimated using a dataset of 849

movies released between 1998 and 2002. The data was drawn from ShowBiz Inc. [47], Internet Movie Database

(http://www.imdb.com) and http://www.the-numbers.com, and synchronized based on movie names. What

follows is a short description of these model types and their specific implementations for this research.

3.2.1. Neural networks

Neural networks are commonly known as biologically inspired, highly sophisticated analytical techniques,

capable of modeling extremely complex non-linear functions. Formally defined, neural networks are analytic

techniques modeled after the processes of learning in the cognitive system and the neurological functions of

the brain and capable of predicting new observations (on specific variables) from other observations (on the

same or other variables) after executing a process of so-called learning from existing data [20]. We used a

popular neural network architecture called Multi-Layer Perceptron (MLP) with back-propagation algorithm.

MLP is essentially the collection of nonlinear neurons (perceptrons) organized and connected to each other in

a feedforward multi-layer structure. MLP is known to be a strong function approximator for prediction and

classification problems. It is arguably the most commonly used and well-studied NN architecture. Hornik et al.

[21] empirically show that given the right size and the structure, MLP is capable of learning arbitrarily

http://www.imdb.com
http://www.the-numbers.com
http://www.imdb.com
http://www.the-numbers.com
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complex nonlinear functions to an arbitrary accuracy level. Fig. 2 shows the graphical representation of the

MLP used in this study.

3.2.2. Decision trees

Decision trees are powerful classification algorithms that are becoming increasingly popular with the growth of

data mining in the IS field. Popular decision tree algorithms include Quinlan’s ID3, C4.5, and C5 [40,41], and

Breiman’s CART [6]. As the name implies, this technique recursively separates observations in branches to

construct a tree for the purpose of improving the prediction accuracy. In doing so, different mathematical

algorithms (e.g., information gain, Gini index, and Chi-squared test) are use to identify a variable and the

corresponding threshold for the variable that splits the pool of observations into two or more subgroups. This

step is repeated at each leaf node until the complete tree is constructed. The objective of the splitting algorithm is to

find a variable-threshold pair that maximizes the homogeneity (order) of the resulting two or more subgroups of

samples. The most commonly used mathematical algorithms for splitting include Entropy based information gain

(used in ID3, C4.5, C5), Gini index (used in CART), and Chi-Squared test.

3.2.3. Logistic regression

Logistic regression is a generalization of linear regression [19]. It is used primarily for predicting binary or

multi-class dependent variables. Because the response variable is discrete, it cannot be modeled directly by linear

regression. Therefore, rather than predicting point estimate of the event itself, it builds a model to predict the odds

of its occurrence. In a two-class problem, odds greater than 50% would mean that the case is assigned to the class

designated as b1Q and b0Q otherwise. While logistic regression is a very powerful modeling tool, it assumes that the

response variable is linear in the coefficients of the predictor variables. Furthermore, the modeler, based on his or

her experience with the data and data analysis, must choose the right inputs and specify their functional relation-

ship to the response variable.
... ...

MPAA Rating (5)
(G, PG, PG13, R, NR)

Competition (3)
(High, Medium, Low)

Star Value (3)
(High, Medium, Low)

Genre (10)
(Sci-Fi, Action, ... )

Technical Effects (3)
(High, Medium, Low)

Sequel (1)
(Yes, No)

Number of Screens
(Positive Integer)

Class 1 - FLOP
(BO < 1 M)

Class 2
(1M < BO < 10M)

Class 3
(10M < BO < 20M)

Class 4
(20M < BO < 40M)

Class 5
(40M < BO < 65M)

Class 6
(65M < BO < 100M)

Class 7
(100M < BO < 150M)

Class 8
(150M < BO < 200M)

Class 9 - BLOCKBUSTER
(BO > 200M)

INPUT
LAYER

(26 PEs)

HIDDEN
LAYER I
(18 PEs)

HIDDEN
LAYER II
(16 PEs)

OUTPUT
LAYER
(9 PEs)

Fig. 2. Graphical representation of our MLP neural network model.
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3.2.4. Discriminant analysis

Discriminant analysis is one of the oldest statistical classification techniques, first introduced by Fisher [17].

Using the historic data, it finds hyper planes (e.g., lines in two dimensions, planes in three, etc.) that separate the

classes from each other. The resultant model is very easy to interpret because all the user has to do is determine on

which side of the line (or hyper-plane) a point falls. Training is simple and scalable. Despite its scalability and

simplicity, discriminant analysis is not a popular technique in data mining for two main reasons: (1) it assumes that

all of the predictor variables are normally distributed (i.e., their histograms look like bell-shaped curves), which

may not be the case, and (2) the boundaries that separate the classes are all linear forms (such as lines or planes),

but sometimes the data just can’t be separated that way.

3.2.5. Information fusion

Information fusion is the process of intelligently combining the information (forecasts/predictions in this case)

created and provided by two or more information sources (forecasting models). While there is an ongoing debate

about the sophistication level of the fusion methods to be employed, there is a general consensus that fusion

(combining forecasts and/or predictions) produces more useful information for business decisions [1]. Combining

forecasts can improve accuracy, completeness, and robustness of information, while reducing uncertainty and bias

associated with individual modelers [8].

In prediction modeling, there is not a universally accepted bbest modelQ that works for any problem. The best

model depends on the scenario being analyzed and the data set being used; and can only be obtained through trial-

and-error experimentation [43]. Just as there is not a single best model, there is also not a single best

implementation of different model types. Researchers are developing new ways to improve the accuracy and

efficiency of prediction models. Therefore, it would be desirable to combine the models developed by multiple

experts [4]. Use of multiple experts should make the forecasts (both individual and combined) more accurate and

more efficient. MFG has the potential of taking full advantage of using multiple experts and the models developed

by them. This multi-model fusion algorithm can be mathematically illustrated as follows:

Given the expected response variable ( y) and the decision variables (x1, x2,. . ., xn) the formulation for any

prediction model can be written as Eq. (1)

ŷy ¼ f x1; x2;: : :; xnÞ:ð ð1Þ
Prediction model f can take many forms. For instance, a linear regression model can be written as Eq. (2)

f x1; x2;: : :; xnð Þ ¼ bþ
Xn
i¼1

aixi ð2Þ

where b is the intercept and ai’s are the coefficients for xi’s. For a Neural Network model, for a single neuron, it

may be written as Eq. (3)

f x1; x2;: : :; xnð Þ ¼ / w0 þ
Xn
j¼1

wjxj

! 
ð3Þ

where / is the transfer function and wi’s are the weights for xi’s. Given that we use m number of prediction

models, the fusion model can be written as

ŷyfused ¼ w ŷyindividual;i
� �

¼ w f1 xð Þ; f2 xð Þ;: : :; fm xð Þð Þ ð4Þ
If w is a linear function, which is the case in this study, then we can write Eq. (4) as

ŷyfused ¼
Xm
i¼1

xifi xð Þ ¼ x1f1 xð Þ þ x2f2 xð Þ þ : : : þ xmfm xð Þ ð5Þ
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where

Xn
i¼1

xi ¼ 1: ð6Þ

The values for Ns are derived from the up-to-now prediction accuracy measure of the individual predictors. That

is, the higher the accuracy of a predictor on independent test cases gets, the larger the weight that is assigned to that

predictor type.

MFG implements all of the above methods as independent expert models. The models have initially been

trained using data from the last five years. As mentioned earlier, each model is then run in prediction mode as a

Web service.

3.3. Software architecture

Software architecture for MFG is presented in Fig. 3. As is the case for most web applications, MFG is built on

a three-tier architecture. It follows and evolves from the Web-based DSS architecture presented in Power and

Kaparthi [39]. In the first tier lies the user interface in the form of a bthin clientQ Web browser (typically Microsoft

Internet Explorer or Netscape Navigator). From the standpoint of client software requirements, MFG does not

require the client to install any additional software components to be able to use the MFG system. All necessary

software components are server based. In the second tier, MFG has the core of the architecture called MFG Engine.

MFG engine is a collection of software procedures written in ASP.NET and hosted on a Microsoft IIS Web server.

The communication between the user interface and the engine is accomplished through HTTP.
Movie Forecast
Guru (MFG)

Prediction Models

User
(Manager)

GUI
(Internet
Browser)

MFG Engine
(Web Server)

MFG
Database

Local
Models

Remote
Models

Knowledge Base
(Business Rules)

Remote
Data Sources

ETL

ODBC
& ETL

Web Services
XML / SOAP

HTML
TCP/IP

XML

Fig. 3. Software architecture of MFG.
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The third tier is the MFG database where the user, movie, and experiment related data are stored. MFG engine

has the capability to access external data set sources to periodically collect domain-related data using extract-

transport-load (ETL) procedures. This external data becomes a part of the movie database and is used to (i) test the

accuracy of the individual prediction models and the system itself, and (ii) develop new models and/or refine

existing prediction models. MFG engine also uses models that are outside the Web server it is built on. That is, it

has the capability to access prediction models that reside in remote servers. MFG engine uses Web services along

with XML and SOAP to carry out this task. Knowledge base, a collection of business rules, plays the role of

managing and governing the interactions between the individual tiers as well as the interactions with the remote

models and data sources. The knowledge base also has the business rules that continuously monitor the accuracy

and currency of the individual prediction models, and recreate or refine them on an as needed basis. The following

subsection provides a summary of MFG implementation.

3.4. Use of web services as model component of MFG

A commonly referenced software architecture for Web-based DSS is presented in Power and Kaparthi [39].

MFG uses this architecture as a starting point and evolves from it in two directions: (1) it uses a distributed DSS

framework where each prediction model is implemented as a separate Web service (which enables the system to be

more flexible and expandable towards being receptive to new prediction models), and (2) it incorporates

capabilities of information fusion to combine the results of multiple prediction models (which would allow the

system to produce more accurate and less biased estimates). These architectural enhancements should be viewed as

stepping-stones towards achieving the nirvana of truly expandable, highly adaptive, and distributed (yet seamlessly

integrated) Web-based DSS of the future.

Within the architecture of MFG, the model management component is designed to be flexible (new model types

can be added to the system without changing the code of other parts of the system), modular (all models are

developed as stand alone components so that they can be unplugged and re-plugged as needed) and adaptable

(prediction capabilities of models are monitored over time to detect deterioration and maintained accordingly). In

order to accomplish these goals, every prediction model in MFG is designed and implemented as a standalone

software component. Use of component-based model infrastructure for Web-based DSS is not new. Gunter et al.

[18] proposed a model management system for sharing statistical computing modules. They developed a

middleware that facilitates the communication between remote applications and their computing modules.

According to them, these modules could potentially be used as part of a large community of Web-based systems

on remote locations. Since then, much has been accomplished in developing technologies (e.g., CORBA, XML,

COM, DCOM, JavaBeans, and recently Web services) to make it easier between the two parties (applications on

the demand side and software component providers on the supply side) to communicate with each other.

We used bWeb servicesQ to facilitate the distributed component-based model infrastructure. Although there are a

number of varied and often seemingly inconsistent motivations for, and uses of, the term bWeb serviceQ, the
following definition, which comes from W3C (http://www.w3.org), is the most commonly accepted one: bAWeb

service is a software system identified by a Uniform Resource Identifiers (URI), whose public interfaces and

bindings are defined and described using XML, such that its API can automatically be discovered by other

software systems.Q These systems access Web services via ubiquitous Web protocols and data formats such as

HTTP (Hypertext Transfer Protocol), XML (eXtensible Markup Language), and SOAP (Simple Object Access

Protocol), without worrying about how each Web service is internally implemented. Web services can be accessed

by a software application written in any language, using any component model, running on any operating system.

XML, a markup language for documents containing structured information, is commonly used to format the input

and output parameters of the request, so that the request is not tied to any particular component technology or

object calling convention. MFG uses XML and SOAP to communicate with the models located in near and remote

locations. These prediction models are developed using Visual Basic .NET and C# programming languages. C# is

a new programming language introduced by Microsoft to bridge the gap that it felt existed in previous languages

http://www.w3.org
http://www.w3.org
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[31]. C# is a component-oriented language that is designed to help developers do more with fewer lines of code

and with fewer possibilities for errors. C# is built on the two widely used programming languages, C and C++. It

derives its syntax, many of its keywords and operators from the C language, while is built upon the object model

defined by C++ [45].

In MFG, a database driven central registry is used to keep track of the available prediction models and their

characteristics. As new models are added to the system, the registry is updated. Each model is identified with its

characteristics such as location (which server it resides in the form of an IP address), name (under what name it can

be accessed in the form of a URI), security specification (user name and password required to access the

component), and API (input/output requirements).

The prototype system of MFG has been implemented on Windows XP using Microsoft .NET environment. The

database in this version of MFG is small enough to run under Microsoft Access. In the following section, we

present user interaction and the usability assessment of the prototype implementation of MFG.
4. Usability assessment of MFG

Since MFG is built as a Web-based DSS, it is

accessed by the end users through a Web browser.

The primary design criteria for MFG were to make it

intuitive and user friendly to its potential audience:

Hollywood managers. The use of the MFG system is

illustrated in Fig. 4 using a user interaction flow

diagram. Additional details and screen shots are

included in Appendix A.

4.1. Usability assessment

We conducted an exploratory assessment of the

DSS. Fig. 5 shows the usability assessment model

employed for this study. This model is consolidated

from DeLone and McLean [10] and Davis [9] studies.

DeLone and McLean’s [10] IS success model is a

manifestation of a large body of literature focused

on the success of an information system implementa-

tion. Their model suggests that system quality and

information quality affect the use and the user satis-

faction. The use and user satisfaction affect each other

and in combination affect the impact on an individual

and eventually the organization. Davis [9] derived a 7-

point scale to measure the acceptance of information

technology in terms of perceived usefulness and per-

ceived ease of use. We used these two studies in

conducting our usability assessment of MFG. We

built a ten-question survey instrument using a seven-

point Likert scale to collect the evaluation of MFG

system assessment from the end users.

The survey was operationalized using a Web-

based user interface. A group of 187 students (a
mix of senior level undergraduate and first or second

year graduate students) taking (or having recently

taken) courses related to analytics-driven decision

making such as advanced information systems devel-

opment, advanced business systems, production

operations management, advanced decision analysis,

and decision support systems from the Management

Science and Information Systems department at

Oklahoma State University participated in the survey.

The participants were given a half-hour presentation

about the system, and then asked to use the system,

run experiments, conduct sensitivity analyses,

observe and evaluate the results, and then fill out

the survey form. The form was located in the same

Web environment as the MFG system for conveni-

ence purposes. Without leaving the MFG Web page,

a user can fill out the form, submit the survey results,

and let MFG automatically record them into the

database.

The results of the user assessment are summar-

ized in Fig. 6. The small square box shows the mean

and the two vertical lines on both sides of the square

box shows the F1r (standard deviation) range. As

the results indicate, the users rated the prototype

implementation of MFG slightly-to-quite high on

system quality, quite high on information quality,

and quite high on usefulness. Based on the usability

assessment model presented in Fig. 5, these results

could lead to positive individual and organizational

impact (which are not measured explicitly in this

study).

Even though the results presented in Fig. 6 are

somewhat self-explanatory, we note some interesting

insights. A small standard deviation and one of the



Fig. 4. User interaction flow diagram for MFG.
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Fig. 5. Usability assessment model (adapted from DeLone and McLean [10]).

D. Delen et al. / Decision Support Systems 43 (2007) 1151–11701162



Accuracy

Believability

Currency

Consistency

Reliability

Response time

Ease of use

Ease of learning

Understandability

Potential benefit

IN
F

O
R

M
A

T
IO

N
Q

U
A

LI
T

Y
S

Y
S

T
E

M
Q

U
A

LI
T

Y
U

S
E

F
U

LN
E

S
S

Strongly
Agree

Quite
Agree

Slightly
Agree

Neither
(Neutral)

Slightly
Disagree

Quite
Disagree

Strongly
Disagree

Legend:
Mean

σ1±

Fig. 6. Summary of the user assessment results.

D. Delen et al. / Decision Support Systems 43 (2007) 1151–1170 1163
best ratings for bResponse timeQ indicate that use of

Web services (and hence the distributed-modeling)

may have improved the performance of the system.

Web services can run on different servers and thus

can be used in implementing a distributed Web-based

DSS. Somewhat lower rating for bUnderstandabilityQ
criterion can be explained with bfirst time exposure

syndrome.Q Providing more help and further on-the-

spot explanations along with having users use the

system on a regular basis could improve this mea-

sure. Relatively lower rating for bPotential benefitQ
criterion may be explained by the lack of expertise in

such decision making by our subjects.

Overall, this exploratory test of the system shows

promise for this DSS application. We acknowledge

the fact that using the college students as the subjects

of this assessment limits the value of these results.

However, it is common in the MIS/DSS literature to

use students to test the basic functionality of a system.

Though the problem domain of our DSS is highly

specialized, it is also general and popular enough in

that everyone can relate to the basic problem, and the
dependent and independent variables. In that sense,

there is some validity of these results.

A more convincing and useful survey of the

intended actual end users, the Hollywood managers,

needs to be conducted. So far, our limited number

of Hollywood contacts have provided us with

encouraging reviews of our work and invaluable

comments to help us design MFG to be a Web-

based decision support tool that addresses the needs

and wants of these users. Efforts are under way to

organize formal tests by actual decision-makers at a

major studio.
5. Summary and conclusions

The World Wide Web and the associated technolo-

gies have been evolving at an astonishing rate, creating

an unprecedented opportunity for the DSS community

to develop systems that can assist the decision makers

in a cost effective manner. The combination of Internet

technologies and DSS tools are manifesting them-
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selves into Web-based information repositories where

the organizational data, information and knowledge

are stored and, on an as needed basis, delivered to

the decision makers wherever and whenever they may

need it. MFG, the Web-based DSS for Hollywood

managers, is designed and developed to take full

advantage of the latest technologies in Internet and

in DSS. It uses a distributed modeling and model

evaluation concept where each prediction of a model

type represents an expert opinion. Each model is

implemented as a Web service to make the MFG

architecture flexible, expandable and adaptable. An

information fusion model (also implemented as a

Web service) is used to combine the results of all

prediction models so that the estimates are more

robust, more accurate and less biased. The framework

has the potential to allow individual models (including
Fig. A1. MFG h
the ones for information fusion) to be adaptive in the

sense that the models respond to the changes in the

application domain by changing the parameters over

time. To the best of our knowledge, this is the first

Web-based decision support system developed to

address the information needs of managers in motion

picture industry.

Some of the generalizable characteristics of MFG’s

Web-based architecture are as follows: (1) Architec-

tural flexibility: A contemporary Web-based DSS

should adjust itself to changing characteristics (e.g.,

data, heuristics, decision models) of the underlying

domain in order to provide the user with the latest

and bthe greatestQ information every time it is used.

This is accomplished in MFG by using Web-services

as the representation of the distributed prediction

experts, which allows MFG to easily approach them
omepage.
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wherever they may be located at the time of service

requisition. (2) Expandable model set: A Web-based

DSS that deals with the domains as unstructured as the

one addressed in this paper should have the capability

of adding new experts (and models) to its prediction

arsenal as they become necessary/available without

requiring user to rewrite the source code of the server

site. This is accomplished with a generalized design of

the relational database, where the models are managed.

This design allows us to manage (add and delete) new

Web-services (i.e., experts and analysis models) at the

database level (insertion of a new record to the list of

prediction experts table) as opposed to changing and

re-compiling the entire DSS code.

There are several directions in which this work can

be extended. The system can be enhanced to poll

human expert opinions to improve the prediction

models. For instance, if a significant number of

users indicate that a model can be improved by

including an additional parameter to capture a specific

characteristic of the problem (e.g., level of correlation
Fig. A2. MFG forecast paramete
between the movie script and the current social/poli-

tical affairs), then the system should be receptive to

such a proposal.

Once in use by the decision makers, the forecasted

results obtained over time can be stored and matched

(synchronized/compared) with the actual box-office

data (as soon as they become available) to check

how good the forecasts (both individual model pre-

dictions and the combined ones) had been. Based on

the results, the new data can be used to update the

parameters of the predictions models, moving towards

realizing the concept of living models.

This system can potentially be used in making

strategic as well as tactical decisions. For instance,

a movie studio can use the prediction capabilities of

MFG to make a bgo no-goQ decision on a proposed

movie project (a strategic decision), or a producer

can make a decision to go with a super-star (actor/

actress) or go with an ordinary actor/actress (a

tactical decision). Both of these decisions would

use the information that can be obtained from
r entry/selection interface.
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sensitivity analysis. These bstar valueQ decisions are

not as trivial as one might think. For instance,

common knowledge would suggest that as the star

value of the cast increases, the financial success of

the movie should also increase. This may be true

most of the time, but there were instances where

the star value did not add anything to the financial

success of a movie. In fact, in some instances it

actually hurt it. The relationships among the deci-

sion variables are quite complex and therefore,

should be analyzed using a collection of sophisti-

cated prediction models with a sensitivity analysis

engine such as MFG.

MFG can be enhanced to serve as a group deci-

sion support system. Investing in a movie, choosing

among alternatives parameter combinations for pro-

duction project, and adopting a movie for viewership

are all very complex decisions to make. They require

careful considerations of many factors that are natu-

rally uncertain. In fact, these kinds of unstructured

decision are usually made by a group of people (as

opposed to a single individual). MFG can potentially

be used by a group of stakeholders (wherever they
Fig. A3. MFG forecas
may be at the time of collaboration) to interactively

create a number of scenarios (what-if analyses) for a

potential project before finalizing the production

plans.

As these further research directions are integrated

into the current implementation of MFG, the system

would be more truly expandable, highly adaptive,

fully automated, distributed Web-based DSS that is

capable of providing information to and polling

data from a community of domain users. In a

sense, once realized, this system might be consid-

ered as a new type of DSS that could be termed a

Community DSS (or CDSS in short). The CDSS

would be used by a community of interest to

receive support for their own decision-making

and/or to provide input into refinement of such

DSS.
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Appendix A. User interaction

The MFG system is accessed through a Web brow-

ser. Once in the MFG homepage (Fig. A1), the user is

presented with the options of (1) log in as a user who

previously registered for the site, (2) register to

become a regular user, and (3) log in as a guest.

The advantages of becoming a registered user are

(1) registered users are able to save the experiment

results so that in future sessions they can resume from

what they have done previously as opposed to starting

from scratch, (2) registered users get more detailed

and more reliable prediction results using larger num-

ber of predictors and their fusions, and (3) registered

users get to be notified with the personalized informa-

tion on new improvements, hints and tips of the MFG

system either when they log in to the system next time

or via email. Registration requires user to enter their
Fig. A4. Sensitivity analy
email address, a password for log in, and other needed

information (e.g., professional and socio-demographic

characteristics).

Once a user logs into MFG, they are provided with

two options: either to start a new scenario (a brand

new movie prediction), or to look at the previous

scenarios (movie predictions done previously and

saved on the MFG database under that user). If a

new scenario is selected, user is then given the para-

meter selection/entry interface (Fig. A2). Once all

parameters are entered, and the forecast button is

clicked, MFG initiates a request for prediction to all

available Web services by sending the requisite data

and parameters in XML. When the forecasts are

returned by the Web services (also in XML), MFG

initiates a request to the fusion Web service (FWS).

The FWS combines the forecasts into an aggregated

forecast and returns a value. MFG then presents these

results both in textual (in the form of a performance

class based on prediction dollar values) and in gra-

phical (in the form of bar-chart) formats (Fig. A3).

Once the forecast results are presented to the user, the
sis results interface.
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user has the options of (1) terminating the interaction

with MFG by logging out, (2) starting another new

prediction scenario, (3) going back and changing a

parameter value and rerun the prediction, and (4)

conducting sensitivity analysis on the currently pre-

sented prediction scenario. If the sensitivity analysis is

selected, then the user is presented with all decision

variables and their possible values. The user is

expected to choose one or more of these decision

variables on which to conduct sensitivity analysis.

MFG generates all possible combinations of scenarios

from the selected list of decision variables and their

possible values by repeating the process described

above.

The results of the sensitivity analysis are also pre-

sented in both textual and in graphical formats (Fig.

A4). The goal of the sensitivity analysis results is to

show the user whether the dependent variable (finan-

cial success of a movie scenario) is sensitive to the

changing values of one or more of the selected deci-

sion variables. For instance, it would show the user,

for a specific movie scenario, whether the star value of

an actor or actress plays a critical role in determining

the financial success of that movie. If it does not, then

the user might choose to use low star valued actors/

actress (say a one million dollars actor versus twenty-

five million dollars actor) and still expect to achieve

similar box-office receipts.

If the user chooses to start from the previously ran

movie scenarios, then s/he is provided with a list of

saved experiments grouped by movie names. A

movie can have more than one experiment associated

with it, each having a different combination of para-

meter values. From the provided list, the user can

choose any movie and change some of the parameter

values. Once a prediction result is obtained, the user

has the option of either saving it to the database or to

discard it.
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